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1. Objetivo

Esta politica estabelece diretrizes para o uso ético, responsavel e transparente da
Inteligéncia Artificial (IA) pela Unimed de Tupa, assegurando que sua utilizacdo respeite os
direitos fundamentais, promova impactos positivos e mantenha o controle humano em
decisdes relevantes.

2. Principios Fundamentais

v" IA Centrada no Humano
Toda aplicagdo de IA deve priorizar o bem-estar, os direitos e a dignidade dos

individuos, colocando o ser humano no centro das decisGes.

v Transparéncia e Clareza
A empresa compromete-se a informar, de forma acessivel e clara, quando contelidos

ou interagdes envolverem IA.

v' Supervisao Humana
Nenhuma decisdo critica serd tomada exclusivamente por sistemas automatizados.

Sempre havera a possibilidade de revisdo humana.
v Segurancga e Minimizacgao de Riscos
A empresa avalia riscos antes da implementagdo de tecnologias baseadas em IA,

priorizando a segurancga da informacdo e a mitigagdo de vieses.

v Educacdo e Consciéncia Etica
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Promovemos o letramento digital e ético continuo sobre o uso de IA para

colaboradores e, quando aplicavel, para usuarios externos.

3. Usos Permitidos da IA

A IA pode ser utilizada para apoiar atividades como: analise de dados e geracdo de
insights, atendimento ao cliente por meio de chatbots, automacdo de processos internos,
apoio a produgao de conteldo (com aviso claro, quando aplicavel).

Todos os usos devem ser previamente avaliados quanto ao seu impacto ético e

regulatorio.

4. Usos Proibidos da IA

Sao expressamente vedadas:

v' DecisOes automatizadas com impacto legal ou significativo sem possibilidade de
revisao humana;

v" Uso de IA para vigilancia ndo autorizada ou discriminagao;

v Simulacdo de identidade humana (como clones de voz ou imagem) sem
consentimento claro;

v Implementacdo de IA sem mapeamento prévio dos riscos.

5. Governanga da IA
A Unimed de Tupd podera instituir uma estrutura de governancga para supervisionar a

adogdo ética da IA, composta por:

v Responsavel pelo Programa de IA (por exemplo, Al Officer ou Comité de Etica ou
Privacidade)
v'  Representantes de areas como Juridico, Seguranga da Informacgdo, RH e TI

v" Avaliagao de fornecedores de tecnologias de IA

6. Avaliagoes Obrigatorias

Antes da adogao de qualquer nova aplicacao de IA, deverao ser conduzidas:

v Avaliacdo de Risco e Impacto Algoritmico
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v Verificacdo de viés e discriminagdo algoritmica

v' Analise de conformidade com a LGPD ou outras legislacGes aplicaveis

7. Direito a Revisdao Humana

Usuarios impactados por decisGes automatizadas terdo o direito de solicitar a revisao

humana do processo, sempre que identificarem possiveis prejuizos decorrentes da atuagdo

de sistemas de IA.

8. Atualizacdes

Esta politica serd revisada periodicamente para refletir atualizagbes tecnoldgicas,

mudancas legislativas e boas praticas de mercado.

9. Duvidas e Contato

Em caso de duvidas, sugestdes ou solicitacdes sobre o uso de IA, entre em contato

com: informatica@unimedtupa.com.br

Aprovacgao:




